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1 Introduction

A standard isosurface extraction algorithm for a 3D image is the Marching Cubes algorithm [4]. The image is
assumed to be defined on a regular lattice of size Ny x N1 x Ny with integer points (z,y, z) where 0 < z < Np,
0 <y < Np,and 0 < z < No. The image values themselves are F'(z,y,z). An isosurface is of the form
F(z,y, z) = c for some specified level value ¢ where x, y, and z are treated as continuous variables. A voxel in
the image is a rectangular solid whose corners are eight neighboring lattice points (zg, yo, 20), (€0 + 1, %0, 20),
(zo,y0+1,20), (xo+1,50+1, 20), (xo, Yo, 20+1), (xo+1,90, 20+1), (0, y0+1, 20+1), and (zo+1, yo+1, z0+1).
The Marching Cubes algorithm analyzes each voxel in the image and determines if the isosurface intersects
it. If so, the algorithm produces a triangle mesh for the voxel that is intended to approximate that portion
of the isosurface inside the voxel. By selecting a level value that cannot be an image value, for example by
selecting a non-integer value when the image has only integer values, the voxel analysis requires determining
the signs of G(z,y,2) = F(x,y,2) — ¢ at the eight corners, each sign positive or negative. If two adjacent
corners have opposite signs, and if the image values are assumed to be linear along the edge connecting the
corners, the isosurface G(z,y,2) = 0 must intersect the edge in a single point somewhere along the edge.
The complexity of the surface of intersection is related to the sign changes that occur on all the edges of the
voxel.

The heart of the Marching Cubes algorithm is that only a small number of sign combinations is possible,
2 signs at each of 8 corners for a total of 256 combinations. Each combination is analyzed to determine
the nature of the isosurface of intersection; a triangle mesh is selected to represent that intersection. These
meshes are stored in a table of size 256. The sign analysis for a voxel leads to an index into the table to
select a triangle mesh representing the surface of intersection for that voxel. The strength of this algorithm
is the speed in which the triangle meshes are generated for the entire isosurface, the performance due to the
simplicity of the table lookups.

The Marching Cubes algorithm has two undesirable consequences. The first consequence is that for a typical
3D medical image and typical isosurface, the number of triangles in the mesh is on the order of a million.
The generation of the mesh certainly requires only a small amount of time, but most rendering systems are
slow to render millions of triangles per frame, even with graphics hardware acceleration. Of course the large
number of triangles is a problem with any isosurface extraction algorithm that works at the voxel level. The
second undesirable consequence is that the triangle mesh table can lead to topological inconsistencies in the
mesh. Specifically, the two meshes generated at adjacent voxels might have triangles that should share edges,
but do not, thereby producing holes in the final mesh. How these holes occur will be discussed later in this

paper.

One approach that addresses the issue of the large number of triangles is to apply mesh reduction algorithms
to the extracted surface [I, 2, 3, 7, 8]. The idea is to extract the triangles at the voxel level, build the
triangle mesh using data structures that store the adjacency information for vertices, edges, and triangles,
then attempt to reduce triangles according to some heuristic. The algorithm in [2] is based on the concept
of an edge collapse where an edge is removed, the triangles sharing the edge are removed, and the remaining
triangles affected by the removed triangles are modified to preserve the local topology. Although the reduced
meshes are quality representations of the isosurface and can be quickly rendered, the reduction scheme is
computationally expensive, thus offsetting the speed of an extraction algorithm such as Marching Cubes.
Another approach is to apply methods that construct fewer triangles during the extraction itself. One of
these algorithms is adaptive skeleton climbing [5], a multiresolution method that merges voxels into larger
rectangular solid regions, each region supporting triangle extraction in the style of Marching Cubes.

In this document I provide an extraction algorithm that has no ambiguities and preserves the topology of



the isosurface itself when the image data within each voxel has a continuous representation using trilinear
interpolation of the image values at the eight corners. The table lookup of Marching Cubes is replaced by
constructing an edge mesh on the voxel faces. That mesh approximates the intersection of the isosurface
with the faces. The mesh is then triangulated using an extension of an ear-clipping algorithm for planar
polygons [6] to three dimensions. The triangulation does not introduce new points (called Steiner points in
the computational geometry literature), something other researchers have tried in attempts to remove the
topological ambiguities of Marching Cubes. The triangulation is fast and eflicient, but it is also possible to
avoid the run-time cost by having a table lookup. The table has 256 entries, just as in Marching Cubes, but
each entry that has potential ambiguities stores multiple triangle meshes. Selection of the correct mesh in
the table entry is based on a secondary index. The concepts are first discussed for 2D images to give the
reader intuition on how the algorithms apply to 3D images.

2 Isocurve Extraction in 2D Images

A 2D image is assumed to be defined on a regular lattice of size Ny x N; with integer points (z,y) where
0 <2< Npand 0 <y < Ni. The image values themselves are F(z,y). An isocurve is of the form
F(z,y) = c for some specified level value ¢ where = and y are treated as continuous variables. A pixel in the
image is a rectangle whose corners are four neighboring lattice points (xo,yo), (zo + 1,¥0), (zo,y0 + 1), and
(o + 1,90 + 1). I choose F(z,y) to be a bilinear interpolation of the four image values Fyg, Fio, Fo1, and
Fy, at the corners, respectively. The continuous representation of the image over the entire pixel is given
below where 6, =z — z¢ and 6, = y — yo:

F(z,y) = (1 —=9,)((1 — 02)Foo + 9z F10) + 0y ((1 — 82) Fo1 + 05 F11). (1)

The equation F(z,y) = ¢ is a quadratic equation in  and y when the zy term appears, a linear equation
when zy does not. The isocurves for F' when viewed as a function on all of the plane are either hyperbolas
or lines. As in 3D, I make the simplifying assumption that the level value ¢ is chosen not to be an image
value. The isocurves can intersect interior edge points of a pixel, but cannot intersect the corner points. I
also work with G(z,y) = F(x,y) — ¢ and its isocurves generated by G(x,y) = 0.

The specialization of Marching Cubes to 2D images is usually referred to as Marching Squares. The isocurve
extraction for G(z,y) = 0 on a pixel is performed by analyzing the signs of G at the four corners. Since the
signs can be only +1 or —1, there are 16 possible sign configurations. Figure 1 shows these.



Figure 1. The sixteen possible sign configurations for a pixel.
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In the case of sign changes on two edges, clearly we can connect the two edge points with a line segment. The
actual isocurve is either a portion of a hyperbola or a line segment. In the first case, the segment connecting
the two edge points is a reasonable approximation to the isocurve. In the second case, the segment is exactly
the isocurve. Figure 1 shows the approximating segments in the unambiguous cases. However, two cases are
ambiguous and are labeled with question marks. The possible resolutions are shown in Figure 2.

Figure 2. The three possible resolutions for the ambiguous pixel case.
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The question is how to select which of the three possibilities in Figure 2 to lead to a mesh that is topologically
consistent with the isocurves. The answer is based on an analysis of the quadratic equation G(z,y) = 0 to
actually determine what the isocurves look like. For simplicity, we may consider the problem when 0 <z <1
and 0 < y < 1 and where the pixel-image values are (0,0,Gqp), (1,0,G19), (0,1,Go1), and (1,1,G11). The
equation is of the form

G(z,y) = ago + a102 + ag1y + a1y (2)

where app = GOOv ajpg = G10 - Goo, apy = G01 - Goo, and ayi]p = GOO - G10 - G01 + G11~ Of course the
interesting case is when all four edges have sign changes. We may consider the case Ggp < 0, G19 > 0,
Go1 > 0, and G171 < 0. The opposite signs case has a similar analysis. Notice that agy < 0, a9 > 0, ag; > 0,
and a;; < 0. The four edge points where G(x,y) = 0 are Py = (0,%), P1 = (1,71), P> = (Zo,0), and
P5 = (Z1,1). The linear interpolation will show that

__ —Goo = —Go1 _ —Goo _ —G1o
G1o— Goo’

3)
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Since ai; # 0, the product a11G(x,y) is not formally zero and can be factored as
a11G(z,y) = (agpa11 — ao1a10) + (a1 + a1z)(aio + a11y). (4)
Moreover, some algebra will show that agpa1; — agra1o = GooG11 — Go1G1o- Define
A = GooG11 — Go1Gro- (5)

I consider the two cases when A is zero or nonzero.

If A =0, then a;1G(x,y) = (ap1 + a117)(a10 + a11y). The isocurves G = 0 occur when z = —ag;/ai; and
y = —ajo/a11. The isocurves in the entire plane consist of the vertical and horizontal lines defined by the
two equations. Thus, the right-most pixel in Figure 2 shows the isocurve structure within the pixel. In
this case the line segments forming the plus sign are exactly the isocurves. The center of the plus sign was
not found by edge intersections, but is added to the vertex-edge data structure for storing the edge mesh
representing the total isocurve for the image. That is, when a plus sign configuration is encountered, we add
the four edge intersections and plus-sign center as vertices to the mesh and we add the four segments to the
mesh edges that connect the edge intersections with the center point.

If A # 0, then the isocurves of G = 0 are hyperbolas with asymptotes © = —ag1/a11 and y = —aqp/a11. The
two possible graphs are shown in Figure 3.

Figure 3. Two possible configurations for hyperbolic isocurves with pixels superimposed. The four
edge intersections are Py, P, P», and P5; as marked.
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To distinguish which configuration is correct for the given pixel, observe that a pair of edge points is on the
same hyperbolic component whenever the signs of the expression ag; + aj1x are the same at those points.
This test follows from the observation that points (z,y) on the vertical asymptote satisfy ag1 + a11z = 0.
Points to the right of the vertical asymptote satisfy ag; + a11z > 0 for the left image in Figure 3 and
ao1 + a1z < 0 for the right image in Figure 3. Points to the left of the vertical asymptote have opposite
sign, ag1 + aj1z < 0 for the left image and ag; + a112 > 0 for the right image. Let o(P) denote the sign of
ap1 + arix for point P = (x,y). Some simple computations produce

O'(Po) = Sign(a01) = Sign(G01 — Goo) = —Sign(GOQ) (6)

and
O'(Pl) = Sign(a01 + a11) = Sign(Gu — GIO) = Sign(Goo) (7)



Now o(P,) = Sign(ag; + a11Zo). Some algebra will show that the argument of the right-hand side is

G01G10 — GooG11

ap1 + @119 =
Gio — Goo

Therefore,
U(PQ) = Sign(G01G10 — GOOGll)Sign(Glo — Goo) = —Sign(A)Sign(Goo).
Similarly, o(Ps) = Sign(ag1 + a11Z1) where

G01G1o — GooG11
Gi1— G

ap1 + a1171 =

Therefore,

CT(Pg) = Sign(G01G10 — GOOGll)Sign(Glo — Goo) = Sign(A)Sign(Goo).

(10)

(11)

Each of the four signs is computed and the points are grouped into two pairs, each pair having the same
sign. Equivalently, we may analyze the signs of Sign(Goo)o(P;) and pair the points accordingly. In this

formulation, the modified signs are

Sign(Goo)o(Fo) = -1
Sign(Goo)o(P1) = +1
Sign(Gop)o(P2) = —Sign(A)
Sign(Goo)o(P3) = +Sign(A)

Clearly Py and P; can never be paired just as P> and P3; can never be paired. This should be clear
geometrically from Figure 3. We pair (P, P») and (P, P3) when A > 0 or (Py, P3) and (P, P,) when

A <0.

Table 1 summarizes all the possible vertex-edge configurations based on analysis of the bilinear function for
the pixel. The signs at the four pixels are written from left to right and correspond to the signs of Ggg, G1o,
Go1, and G17 in that order. The sign of A is only relevant in the ambiguous cases, so nothing is listed in
this column in the unambiguous cases. The names Py, P, P5, and P3 always refer to edge points on the

edges x =0, x =1, y =0, and y = 1, respectively. The center point, if any is labeled C'



Table 1. The vertex-edge configurations for a pixel.

Sign(Goo) Sign(Gio) Sign(Gi1) Sign(Gor) | Sign(A) | edges
+ + + +
+ + + - (Po, Ps)
+ + - + (P, Ps)
+ + - - (Po, Pr)
+ - + + (Pr, P2)
+ (Py, Py, (P, Ps)
+ - + - - (Po, P3), (P, Py)
0 (Po, C), (P1,C), (P, C), (P3,C)
+ - - + (P2, Ps)
+ - - - (Po, I2)
- + + + (Po, P2)
- + + - (Pa, P3)
0 (Po, C), (P1,C), (P, C), (P3,C)
- + - + - (Po, Ps), (P1, Pz)
+ (Po, Pa), (P1, Ps3)
- + - - (P1, Py)
- - + + (Po, Pr)
- - + - (P1, P3)
- - - + (Po, P3)

3 Isosurface Extraction in 3D Images

A 3D image is assumed to be defined on a regular lattice of size Ny x N1 x N with integer points (z,y, 2)
where 0 < 2 < Ny, 0 <y < Ny, and 0 < z < Ny. The image values themselves are F(x,y, z). An isosurface is
of the form F'(z,y, z) = ¢ for some specified level value ¢ where x, y, and z are treated as continuous variables.
A voxel in the image is a rectangular solid whose corners are eight neighboring lattice points (zo, yo, 20),
(xo+1,90,20), (o, y0+1,20), (o+ 1,50+ 1, 20), (Xo,%0,20+ 1), (xo+1,y0,20+1), (xo,y0+ 1,20+ 1), and
(xo+ 1,90+ 1,20 + 1). I choose F(z,y,z) to be a trilinear interpolation of the eight image values are Fyp,
Fio0, For0, Fi10, Foo1, Fio1, Foi1, and Fi11 at the corners, respectively. The continuous representation of



the image over the entire voxel is given below where d, = x — 9, 0y =y — Yo, and 6, = z — 2o:

F(x,y,z) = (1-02)((1—3dy)((1 = dz)Fooo + 6z F100) + 0y ((1 — 62) Foro0 + 02 F110)))+
0. ((1 = 0y) (1 = 62)Foo1 + 0z F101) + 0y ((1 — 02) For1 + 0 F111)))

(13)

The equation F(z,y,z) = ¢ is a cubic equation in z, y, and z when the zyz term appears, a quadratic
equation when xyz does not, and a linear equation when none of zyz, xy, xzz, or yz occur. I make the
simplifying assumption that the level value c¢ is chosen not to be an image value. The isosurfaces can
intersect interior edge points of any of the 12 edges of a voxel, but cannot intersect the corner points. I also
work with G(x,y, z) = F(x,y,2) — ¢ and its isosurfaces generated by G(z,y,z) = 0.

3.1 Table-Based Mesh Selection

As I mentioned in the introduction, the Marching Cubes algorithm is based on the fact that each corner has
an image value that is either positive or negative, leading to 256 possible sign configurations. The corner
sign values are used to construct an index into a precomputed table of 256 triangle meshes. I discussed the
analogy of this in 2D and showed the ambiguities that arise in two sign configurations. In 2D, rather than
having a precomputed table of 16 edge meshes, we needed a secondary index to select one of three edge
meshes that can occur in each of the two ambiguious cases. Thus, we have a total of 20 edge meshes to
select from. The same ambiguities arise in 3D. In fact, the ambiguities have a more serious consequence:
the triangle mesh generated by adjacent voxels can have topological inconsistencies. In particular, when two
voxels share a face that is ambiguous in the 2D sense, the table lookup can produce triangle meshes that do
not properly share edges on the common face. Figure 4 illustrates this.

Figure 4. Topological inconsistencies introduced in two voxels sharing an ambiguous face.
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The voxel on the right had its edge points on the ambiguous face paired differently than the voxel on the
left. This leads to a triangle mesh where a pair of triangles occurs, one triangle from each voxel, but the
triangles touch at a single edge point rather than sharing an entire edge. To remedy this, all we need to do
is make sure that the pairing of edge points on ambiguous faces occur according to the scheme I constructed
for 2D. Interpolating each face bilinearly is consistent with the trilinear interpolation assumed for the entire
voxel.

In the 2D setting, I mentioned that the precomputed table of edge meshes have a primary and a secondary
index. The primary index takes on 16 values, each value representing a sign configuration for the corners of
the pixel. The secondary index is 0 for the nonambiguous cases; that is, if the primary index corresponds



to a nonambiguous case, the entry in the table stores a single edge mesh. Assuming the edge meshes in
the table entry are stored as an array with zero-based indexing, the secondary index of 0 will always locate
the correct (and only) mesh. For the ambiguous case, the secondary index takes on 3 values that represent
whether the quantity A I defined earlier is zero, positive, or negative. The table entries for the ambiguous
cases have arrays of three edge meshes.

A similar construction can be applied in 3D. However, the table construction can be a bit tedious. An ambi-
guity for a voxel occurs whenever one or more of its faces is an ambiguous case in 2D. Suppose that exactly
one face is ambiguous (for example, Figure 4). Marching Cubes has a single triangle mesh to approximate
the isosurface of the voxel. However, the ambiguous face has one of three possible interpretations, so the
table entry for this case really needs an array of three triangle meshes. As in 2D, a secondary index can
be used to select the correct mesh. Now suppose that exactly two faces are ambiguous. Each face can be
resolved in one of three ways, thus leading to nine possible triangle meshes for the table entry of the given
primary index. Worst case, of course, is that all six faces are ambiguous, requiring a secondary index that
takes on 3% = 729 values. Consequently, the tables will be quite large, but still constructible.

3.2 Ear-Clipping Based Mesh Construction

An alternative to the table lookup is to generate the triangle mesh for each voxel at run time. The concept
is quite simple. The edge meshes of a voxel are generated for each face of the voxel. A vertex-edge data
structure is used to store the isosurface points on the edges of the voxel and to keep track of which points
are paired by an edge. The assumptions that the image is trilinearly interpolated on the voxel and that the
level values are not image values guarantees that isosurface points on the voxel edges share exactly two mesh
edges. If a plus-sign configuration occurs on the face of a voxel, then the center point of that configuration is
added as a vertex of the mesh. That point shares four edges. Thus, a vertex shares either two or four edges.
The triangle generation amounts to finding a vertex sharing two edges, locating its two adjacent vertices,
adding the triangle formed by those three vertices to a list, then removing the original vertex and the two
edges it shares. If necessary, an edge is added to connect the remaining adjacent vertices. This process is
repeated until no more vertices exist that share exactly two edges.

I illustrate with an example. Figure 5 shows a voxel and the edge mesh generated by analyzing the six faces
using the 2D algorithm.

Figure 5. A voxel and its extracted edge mesh.

Vertices V3 and V5 are centers of plus-sign configurations and share four edges each. The other vertices share
two edges each. Vertex Vj shares two edges. The adjacent vertices are V; and Vi. The triangle (Vs, Vg, V1)



is added to a list. V and its edges to the adjacent vertices are removed from the edge mesh. A new edge is
added to connect V5 and V;. The image in row 1, column 1 of Figure 6 shows the resulting edge mesh.

Figure 6. Triangle removal in the edge mesh of Figure 5. The order of the images is top row to
bottom row, left to right in each row.
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V1 shares two edges. The adjacent vertices are V5 and V. The triangle (Vs, V1, Va) is added to the list. V3
and its edges to the adjacent vertices are removed from the edge mesh. A new edge is added to connect V5
and V. The image in row 1, column 2 of Figure 6 shows the resulting edge mesh.

Vo shares two edges. The adjacent vertices are V5 and V3. The triangle (Vs, Vs, V) is added to the list. V5
and its edges to the adjacent vertices are removed from the edge mesh. A new edge is added to connect Vj
and V3. The image in row 1, column 3 of Figure 6 shows the resulting edge mesh.

V4 shares two edges. The adjacent vertices are Vs and V3. The triangle (Vs, Vy, V3) is added to the list.
V4 and its edges to the adjacent vertices are removed from the edge mesh. An edge already exists between
Vs and V3, so a new one does not have to be added. The image in row 1, column 4 of Figure 6 shows the
resulting edge mesh.

Ve shares two edges. The adjacent vertices are Vi and V7. The triangle (Vs, Vg, V7) is added to the list. Vg
and its edges to the adjacent vertices are removed from the edge mesh. A new edge is added to connect V;
and V7. The image in row 2, column 1 of Figure 6 shows the resulting edge mesh.

V7 shares two edges. The adjacent vertices are V5 and V3. The triangle (Vs, V7, V3) is added to the list. V5
and its edges to the adjacent vertices are removed from the edge mesh. An edge already exists between Vj
and V3, so a new one does not have to be added. The image in row 2, column 2, Figure 6 shows the resulting
edge mesh.

V5 shares two edges. The adjacent vertices are V3 and V. The triangle (V3, Vs, Vo) is added to the list. Vs
and its edges to the adjacent vertices are removed from the edge mesh. A new edge is added to connect V3
and Vy. The image in row 2, column 3 of Figure 6 shows the resulting edge mesh.
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Finally, V3 shares two edges. The adjacent vertices are Vg and Vy. The triangle (Vg, V3, Vy) is added to the
list. V3 and its edges to the adjacent vertices are removed from the edge mesh. No more vertices exist, so
the triangulation is finished. The image in row 2, column 4 of Figure 6 shows the voxel with all vertices and
edges removed.
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